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Abstract:

Filesystemscontinuetobeamajorperformancebottleneckformanyapplicationsacrossavarietyofhard-
warearchitectures.Mostexistingattemptstoaddressthisissue (e.g.,PVFS), relyon systemresourcesthat
arenottypicallytunedforanyspecificuserapplication.Othersrelyonspecialhardwarecapabilitiessuchas
shared-memory.

WehavedevelopedanMPI-basedParallel Asynchronousl/O(PAIO) software packagethatenablesapplica-
tionstobalancecomputeand|/Oresourcesdirectly.PAIOusesaqueuingmechanismtostagethedata,sent
overinparallelfromcomputenodes,onthereservedl/Onodes.Becausethebandwidthoftheinter-proces-
sornetworkgreatlyexceedsthatofthefilesystem,significantperformanceimprovementscanbeachieved
under abursty1/0 load provided sufficient memory is available for the I/O nodes. The results of PAIO for
typical weather applications on an SGI Altix and other architectures are presented.

Goal:

Todevelopanapplication-controlled,portable, high-performancel/Olibrarytomaximizecomputingefficiency.

Background:

Many high-performance computing applications need to write simulation data to disks for analysisin a
shortturnaroundtime.Typicallysuchanoperationisconstrainedbytheunderlyingfilesystem.Thedesire
forhigh-resolutionsimulationsandthetrendofrapidlyincreasingcomputationalnodesfurtherburdenthe
filesystem.Thelow performance oftypicalfilesystemsforces compute nodestoidleforasignificanttime
while writing the data to disks. Forexample, the NASA Goddard Space Flight Center (GSFC) Cloud Model
(Figure 1) requires 1,913 wall-clock seconds, ~46% of the total simulation time, to write twenty-three 3D
single-floating-pointarraysof 1024 x 1024 x 41 to onefileonadiskofan HP AlphaServer SC45 inrunning
a one-model-hour simulation using 256 CPUs during which six such writes occurred.

Figure 1: NASA GSFC Cloud Model is capable of simulating the cloud formation process and providing physical input for glob-
al circulation models. The image is one snapshot at Lat 10.14 Sx 61.91 W (Brazil) created in a simulation with 256 x 256 x 41 reso-
lution.Theareacoveredis64kmx64kmwithamaximumheightof22.437km.ThebackgroundisimposedwiththeLandsatsatellitedata.
Image by James Williams (GST).
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PVFS-1 Preliminary Examination:

PAIO Technical Description:

Wehaveexaminedtheperformanceof PVFS-1usingonestoragenodeontheNASAThunderheadcluster
(Figure2).The purposeofourexperimentwastotestthebuffering capability ofthel/Onodes, notthedisk
performance.The testapplication writtenin Fortran was executed on one compute node.To bypass the
limitation of local memory (i.e., 1 GB) on the compute node, the application writes 20 small 1D Fortran
arrays to the I/0 node.

As illustrated in Figure 4, the process of writing data into a disk is decomposed as:
+  Send data from a compute node to a corresponding I/O node

«  Store the datain a queue

+  Pull the data out of the queue

+  Write the data into disks
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Figure 2: The schematic of PVFS-1 configuration on the NASA Thunderhead cluster.

AsindicatedinFigure3,thebufferingcapabilitydoesalleviatethel/ObottleneckontheThunderheadclus-
ter.We observed that oncethe total datasize reaches ~1.35GB, whichis67.5 % of the memory on the /O
node (i.e., 2 GB),a sharp decease in write performance occurs: from ~72 to ~55 MB/s.We conjecture that
theperformancedropsprecipitouslyatthepointwherethedatavolumeexceedstheavailablebuffercache.
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Figure 3: The throughput of PVFS-1 on the NASA Thunderhead cluster as a function of data size.

Approach:

Move data out of compute nodes to I/0 nodes via inter-processor network

— Harnessthe bandwidth oftheinter-processor network, which greatly exceeds that of the filesystem

Allowausertodeterminewhentosendthedatawhichtol/Onodesandwhentoflushthedataintothedisks

— Balancethebandwidthoftheinter-processornetwork,thenumberofl/Onodes,thememorysizeofthe
1/0 node, and the disk speed

Use queuing mechanism to optimize the amount of data in I/0 nodes

— Cache data according to available memory in I/0 nodes

poll  receive

Figure 4: The system architecture of the application-controlled parallel asynchronous I/0.

Inaddition,apollingmechanismisusedbetweenSend-andReceive-operationstosupportamoreflexible
mode of operation. Moreover, the code is writtenin MPIto ensure portability and Fortran 95 to provide a
user-friendlyinterface.Finallysendingdatainparallelfrommultiplecomputenodestothecorresponding
1/0 nodes is implemented to aggregate the bandwidth of the inter-processor network.

Results:

Wehaveperformedaseriesofperformancetestsusingourapplication-controlledPAIOforanoutputpattern
typicalofweatherandclimateapplications.Namely, 10single-precisionarraysof 1440x720x70(~290MB
per array) are written to a disk consecutively. A test run on the GSFC SGI Altix, which has unidirectional
internalnetworkbandwidthof3.2GB/sand2GBofmemoryperprocessor,showsthatthespeedofwriting
thesearraystoadiskwithasingle processoris ~298 MB/s.By using PAIO, datais sentfromacomputenode
(Process0)tothel/Onode (Process5)at 590 MB/s.By eliminatingunnecessary datacopies, wefurtherim-
provedtheperformanceto~735MB/s,whichisa2.5Ximprovementoverthedirectdiskperformance.Since
thetotalsize of the 10arrays exceedstheavailablememoryonasingle node ofthe HP AlphaServer SC45,
we performedasmallertestwithjusteightarraysofslightly smallersize (~1.37 GBtotal) onthatplatform.
With PAIO, we achieved ~121 MB/s, which is a 3X improvement over writing data directly to a disk. To
furtherexploitinter-processorbandwidth,PAIOhasthecapabilityofusingmultiplel/Onodestocachethe
data.Intheaboveconfigurationwitheightarrays,weobservespeedupsof1.7Xand 2.3Xbyusingtwoand
three I/0 processors, respectively.

Conclusion:

Theresultsclearlyindicatethatourapplication-controlled PAlOlibraryiscapableofconsiderablyincreas-
ing 1/0 performance.

Next Steps:

« Investigate variations of communication strategies for sending data to the I/O nodes
+  Enable use of netCDF to support common data format

«  Enable use of MPI /O to further optimize management of distributed data

«  Use PAIO in production codes to measure real benefit to the end user
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